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Metabolism and Energetics
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Circadian clocks align behavioral and biochemical processes with the day/night cycle. Nearly all
vertebrate cells possess self-sustained clocks that couple endogenous rhythms with changes in
cellular environment. Genetic disruption of clock genes in mice perturbs metabolic functions of
specific tissues at distinct phases of the sleep/wake cycle. Circadian desynchrony, a characteristic of
shift work and sleep disruption in humans, also leads to metabolic pathologies. Here, we review
advances in understanding the interrelationship among circadian disruption, sleep deprivation,
obesity, and diabetes and implications for rational therapeutics for these conditions.

The rising and setting of the sun has cap-
tivated naturalists interested in the cause
of daily rhythmic phenomenon, prompt-

ing de Marian to demonstrate the existence of
an internal clock in the 18th century by placing
the Mimosa plant in a dark box and showing
that its leaves continued to open and close every
24 hours. More than two centuries later, genetic
studies in fruit flies paved the way for discovery
that the circadian clock is encoded by a set of
transcriptional activators and repressors that com-
prise an autoregulatory transcription-translation
feedback loop. The circadian clock in mammals
is expressed within pacemaker neurons of the
suprachiasmatic nucleus (SCN) that in turn main-
tain proper phase alignment of peripheral tissue
clocks present in nearly all cells. Thus, the brain
SCN clock provides “standard time” for all pe-
ripheral tissue clocks. In experimental models,
clock disruption leads to disorders in glucose
metabolism, confirming a role for these genes as
key regulators of metabolism and supporting the
hypothesis proposed by McKnight and colleagues
that circadian cycles are intimately interconnected
with metabolic cycles (1). Accumulating evidence
has revealed that multiple clock genes participate
in metabolic homeostasis, suggesting that these
proteins have evolved overlapping (or conver-
gent) functions both as intrinsic “hands” of the
clock and as regulators of metabolism. Although
still at an early stage, emerging studies in humans
suggest parallels in the role of circadian genes and
metabolic homeostasis. At the epidemiological

level, it has been suggested that increased activ-
ity during what was “rest” time in the premod-
ern world, together with sleep disruption, have
been associated with an increased prevalence of
obesity, diabetes, and cardiovascular disease, in
addition to certain cancers and inflammatory
disorders. This review highlights advances in
understanding the molecular coupling between
metabolic and clock networks and its relevance
to gene-environment and brain-behavioral sys-
tems important in energy balance and metabolic
disease.

Core Transcriptional Components of the Clock
and Posttranslational Regulation
Features of the circadian clock in all organisms
include its persistence under constant condi-
tions, a periodicity that is temperature compen-
sated, and its entrainment to light from the sun
(Fig. 1). In mammals, cell-autonomous circadian
clocks are generated by a transcriptional auto-
regulatory feedback loop composed of the tran-
scriptional activators CLOCK and BMAL1 and
their target genes Period (Per) and Cryptochrome
(Cry), which rhythmically accumulate and form
a repressor complex that interacts with CLOCK-
BMAL1 to inhibit their own transcription (2).
This autoregulatory loop is posttranscriptionally
regulated by casein kinases (CK1e and CK1d),
which target the PER proteins for degradation
via the Skp1, Cullin1, F-box protein (SCF)/b-TrCP
ubiquitin ligase complex, and by adenosine mono-
phosphate (AMP) kinase, which targets the CRY
proteins for degradation via the SCF/FBXL3
ubiquitin ligase complex by the 26S proteosome
[reviewed in (2)] (Fig. 2).

The prevailing model of the circadian clock
involves the transcription-translation feedback
loop, but less is known about nontranscriptional
mechanisms that may generate circadian oscil-
lations. In cyanobacteria, cycles of protein phos-
phorylation are sufficient to generate biological
rhythms in the absence of transcription (3). In
the mammalian SCN, changes in cyclic AMP
levels alter period length, an additional example

of posttranslational signaling as a mechanism
controlling of circadian cycles (4), and recent
work has shown that the SCN neuronal coupling
network itself has intrinsic oscillatory function
that can emerge in the absence of cell-autonomous
oscillators (5). RNA interference screening of
mammalian cells also indicates coupling of the
peripheral clock to phosphatidylinositol 3-kinase
signaling (6). Further research is warranted to
elucidate the impact of posttranslational signal-
ing pathways on the core clock and its physio-
logical outputs.

Fibroblast cell lines display ~24 hours oscil-
lation of core clock genes, demonstrating that
the clock is expressed not only in neurons but
also in peripheral tissues (7). Intrinsic oscillation
of clocks in liver cells can be entrained by food,
whereas oscillation of the brain clock is resilient
and entrained primarily by light (8). A recurring
theme in understanding the coupling between
circadian and metabolic systems is the recogni-
tion that the two systems are reciprocally regulated;
food entrains the liver clock, whereas light acts
through the brain clock to control feeding time.

Crosstalk Between the Clock and Metabolic
Transcription Networks
Nuclear hormone receptors and the phase
alignment of metabolic gene expression cycles.
Direct evidence for metabolic input into the core
clock includes the finding that the orphan nu-
clear hormone receptor (NHR) reverse-erb alpha
(REV-ERBa) (a repressor) and the opposing ret-
inoic acid orphan receptors (RORa and b) (acti-
vators) constitute a short feedback loop controlling
Bmal1 transcription (9, 10) (Fig. 2). Peroxisome
proliferator–activated receptor a (PPARa) and
the coactivator peroxisome proliferators–activated
receptor gamma coactivator 1-a (PGC1a) also
modulate Bmal1 transcription through this feed-
back loop (11), indicating that REV-ERBa is a
nodal point for metabolic input into the clock.
NHR profiling has revealed rhythmic clustering
of these factors in metabolic tissues across the
day/night cycle, suggesting extensive coupling
between circadian and nuclear receptor signaling
networks (12). These findings raise the possibil-
ity that disruption of NHR cycles may perturb
the clock and, conversely, that delay, advance,
or reduced amplitude of circadian oscillations
may impair NHR function. Knock-in mice of
the NHR co-repressor NCor display increased
energy expenditure and a shift in the oscillation in
the abundance of RNAs encoding oxidative,
glycolytic, and respiratory genes, indicating that
disruption of the phase of expression of NHRs
contributes to metabolic dysregulation (13). Mis-
timing of gene expression rhythms as a cause of
metabolic dysregulation has also been suggested
by studies in Rev-erba mutant animals, in which
a phase shift in oscillating rhythms of metabolic
gene transcription, rather than changes in total
abundance of RNA, correspond with altered
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energy balance (14). Misalignment between gene
transcription cycles within metabolic tissues and
the behavioral cycle (of fasting and feeding) may
be sufficient to alter energy homeostasis. For
instance, high-fat feeding provided at the in-
correct circadian time leads to greater weight gain
in mice than isocaloric feeding at the normal
circadian time (15).

Direct versus indirect role of clock tran-
scription factors in metabolic gene regulation.
It is likely that disruption within the core clock
may be transmitted to metabolic outputs through
alterations in NHRs or directly by actions of clock
activators or repressors. For example, PER2 di-
rectly occupies promoters of certain metabolic

genes (16). Alternatively, the clock activator loop
drivesD-element–binding protein expression, pro-
viding indirect regulation of gluconeogenic genes
(17). This raises the question as to whether the
effects of clock-gene disruption relate to direct
alterations in “timing” per se or to indirect effects
arising from independent activity of the clock
factors on metabolic networks. The dichotomy
between circadian versus noncircadian actions
of clock proteins may not be fully valid, because
the rhythmic abundance in the expression level
of these proteins in turn may produce rhythmic
changes in metabolism. For example, CRY, a
rhythmically expressed clock repressor, modu-
lates gluconeogenesis through interference with

glucagon and inhibition of cyclic AMP signaling
(18). Conceptually, the question of timing versus
expression as a cause of metabolic disorders after
disruption of clock genes is akin to the difference
between a musical performer playing the wrong
notes or playing the right notes at the wrong time.
One experimental approach to tease apart the role
of circadian timing per se in physiologywould be
to investigate whether physiological defects
could be corrected by alignment of the internal
period with the external light cycle (i.e., a test of
“resonance”). In plants, various period-lengthmu-
tants have improved photosynthesis and growth
when exposed to external light cycles that matched
the endogenous circadian period (19).
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Fig. 1. Central and peripheral clocks coordinate external cues with behavior
and metabolic outputs. Light entrains the master pacemaker in the SCN, which
in turn synchronizes extra-SCN and peripheral clocks. Brain clock outputs
include behavioral rhythms (i.e., sleep and feeding), whereas peripheral
clock outputs include metabolic rhythms (e.g., glucose and lipid homeosta-
sis). The hierarchical organization of the mammalian clock is highlighted,
with “nonautonomous” regulation of peripheral tissue clocks denoting the
regulation of peripheral tissue oscillators through direct neural and humoral
signals, and “autonomous” regulation indicating the intrinsic regulation of
local cellular oscillators independently of the brain clock. Highlighted to the

right are the three possible ways to disrupt the clock by changing period,
phase, or amplitude, each of which can trigger disorders of metabolism. Phase
resetting can be broadly classified into two groups based on phase response
after delivery of the agent at sequential time points across the 24-hour cycle.
Type 1 or weak resetting indicates that the slope of the plot relating the new to
the old circadian phase is 1 (interventions that cause different phase shifts at
different circadian times). Type 0 or strong resetting indicates that the slope of
the new to the old circadian phase is 0 (i.e., interventions that cause the same
phase at all circadian times). PVN, paraventricular nucleus; PIT, pituitary; ARC,
arcuate nucleus; LHA, lateral hypothalamic area.
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Reciprocal control of clock by metabolic sig-
naling.An intriguing question remains the extent
to which NHRs modulate circadian systems ac-
cording to changing environmental conditions,
such as humoral or nutritional factors. For ex-
ample, variation in the concentration of gluco-
corticoid hormone, retinoic acid, heme, and fatty
acids affect glucocorticoid receptors (GRs), ret-
inoic acid receptor (RAR), REV-ERBa, neuronal
Per-Arnt-Sim (PAS) domain protein 2 (NPAS2),
and PPARs. Therefore, variation in cellular con-
centrations of any one of these ligands might
influence Bmal1 transcription and thereby mod-
ulate local cellular circadian rhythms. Within
brain, heme and carbon monoxide may modu-
late NPAS2 activity (20), whereas within vascular
cells, retinoic acid influences circadian oscilla-
tions through activation of RARa and RXRa
(21). Likewise, rhythmic variation in NHR lig-
ands may exert distinct effects on local tissue
clock function at different times in the day/night
cycle.

Local differences in NHR expression may
give rise to tissue-specific differences in coupling

of circadian and metabolic cycles, although this
remains to be tested. For example, PER2 forms
physical interactions with PPARa and REV-
ERBa (16), in turn modulating transcription of
the gluconeogenic factor G6pase. Conversely,
oscillation in NHR ligands may affect not only
the phase and amplitude of circadian rhythms but
also physiological outputs of the circadian sys-
tem. For example, glucocorticoid receptor bind-
ing to the promoter of PER2 modulates leptin
production and glucose tolerance (22). Non-
autonomous signals, such as glucocorticoids or
other systemic cues, may have an especially im-
portant role in sustaining oscillations of PER2
even in the absence of rhythmic oscillation of
CLOCK-BMAL1 (23). It may be possible to ex-
ploit tissue-specific differences in NHR-clock in-
teractions for therapeutic purposes.

NHRs may also participate in entrainment of
central and peripheral clocks. In vertebrates, a hi-
erarchy of signals within SCNpacemaker neurons
in the brain and downstream extra-SCN neurons
generates entraining cues to maintain phase align-
ment between oscillators in multiple peripheral

tissues. An unresolved question is whether pe-
ripheral organ clocks are principally entrained
through direct neural wiring or through circulating
hormones, such as glucocorticoids (24). The im-
pact of glucocorticoids on hepatic entrainment has
important implications for health under conditions
of circadian misalignment, such as phase resetting
during jet lag or shift work (25). The finding that
liver and brain respond to different entraining sig-
nals points toward a possible weak point in the
system; conditions such as insulin resistance,
where signaling through glucocorticoid, catecho-
liminergic, or peptideric hormones may be at-
tenuated, may cause misalignment between the
phase of central and peripheral oscillators. A
related phenomenon is food anticipatory activity
(FAA) caused by food presentation at the in-
correct circadian time. Although clock-gene func-
tion in FAAbehavior has been debated, abrogation
of melanocortinergic signaling influences this
behavior, consistent with a noncircadian timing
mechanism (26). Finally, body temperature has
been shown to be a powerful entraining agent for
peripheral oscillators. Indeed, most signals that
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consists of a series of transcription/translation feedback loops that synchronize
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gluconeogenesis and oxidative metabolism. The clock also receives reciprocal input
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synchronize peripheral oscillators affect either
body temperature or the heat shock pathway, so
this may be a final common pathway for resetting
clocks in mammals (27).

How Circadian Disruption Causes Metabolic
Pathologies: Experimental Genetic Models and
Human Clinical Studies
REV-ERB and bile acid synthesis. Further studies
on the repressor REV-ERBa have uncovered a
connection between the clock and themaster path-
way of hepatic lipid metabolism involving the
sterol regulatory element–binding protein (SREBP).
SREBPs control both fatty acid and sterol bio-
synthesis through modulation of rate-limiting en-
zymes in these pathways. Using a combination
of genetic loss and gain of function approaches,
Le Martelot et al. observed that the nuclear recep-
tor REV-ERBa controls oscillation in the abun-
dance and activation of the SREBPs through
modulation of the enzyme INSIG2 (insulin-induced
gene 2), an insulin-responsive factor that regu-
lates SREBP release from the endoplasmic reticu-
lum. REV-ERBa knockoutmice develop increased
lipogenesis through up-regulation of SREBP1c
and SREBP2 target genes independently of nu-
trient state. In contrast,REV-ERBa–overexpressing
mice have decreased SREBP target gene transcrip-
tion and correspondingly reduced circulating
lipid concentrations. The effects of REV-ERBa
on bile acid metabolism are mediated through al-
teration of oxysterol synthesis and liver X receptor
(LXR) activity (14), although effects of the tran-
scription factor, the small heterodimeric protein
(SHP), and E4BP4 (adenoviral E4 protein–binding
protein) have also been implicated in this process
(28). Because REV-ERBa expression is controlled
by CLOCK-BMAL1, the rhythmic regulation of
bile acid productionmay represent one of the first
direct molecular outputs of circadian clock on
metabolic physiology.

Clock network and lipogenesis. In addition to
clock control of bile acid synthesis, mounting
evidence has implicated both a direct and indirect
effect of clock transcription factors on other as-
pects of lipogenesis. These observations stem from
the finding that Clock∆19 mutant mice develop
hypertriglyceridemia (29) due to effects within
both enterocytes and liver (30). At the level of the
intestine, the clock regulates triglyceride packag-
ing into chylomicrons (globules that transport
dietary lipids), whereas in the liver, clock disruption
triggers lipid accumulation (30). The clock-
controlled gene Nocturnin also affects the inter-
related processes of lipogenesis, osteogenesis (bone
formation), and energy homeostasis (31–33). Ef-
fects of circadian gene mutations on lipid absorp-
tion are strain-dependent in mice, with severe
steatorrhea (excess fecal fat) and malabsorption
occurring in the ICR (Institute for Cancer Re-
search) strain, thereby masking the effects of the
Clock∆19 mutation on hepatic triglyceride pro-
duction, and diet-induced obesity (34).

The clock also functions in ultradian variation
(cycles occurring multiple times in 24 hours) of
endoplasmic reticulum (ER) stress signaling, which
in turn modulates SREBP activation through a
posttranscriptional pathway (35). Rhythmic os-
cillation of phosphorylation of inositol-requiring
enzyme 1a (IRE1a), a transducer of the ER stress
response, triggers rhythmic cleavage and trans-
location of SREBP into the nucleus. The ER stress
response detects unfolded or improperly folded
proteins; thus, rhythmic activation of IRE1a in-
tegrates circadian, stress-signaling, and lipogenic
pathways. Indeed, ultradian rhythms within liver
appear with a 12-hour periodicity in the expres-
sion of many clock-controlled RNAs (36) and
even in rhythmic oscillation of the metabolite
nicotinamide adenine dinucleotide (NAD+). These
shorter cycles are harmonics of the 24-hour cycle
andmay in turn produce rhythmic patterns in phys-
iologic pathways such as lipogenesis. InCry1/Cry2
double-knockout mice, which harbor disruption
within the repressor limb of the core clock, loss
of circadian oscillation corresponded with con-
stitutive IRE1a activation and accumulation of
hepatic lipids. In contrast, inClock∆19mutantmice,
which are deficient in the clock activation limb,
there were opposite effects on SREBP activation.
The finding that ablation of activators and repres-
sors each produce physiologic effects builds evi-
dence that lipogenesis is driven by the circadian
clock rather than an epiphenomenon of clock-
gene disruption.

The aforementioned studies in mice also have
implications for metabolic functions of the clock
in humans, because clock genes oscillate within
human adipocytes (37) and alterations in clock-
gene expression are correlated with obesity (38).
These findings increase the need to delineate the
relationship between chronotype (e.g., whether
one is a “lark” or a “night owl”), clock genotype,
and metabolic physiology in humans.

Circadian regulation of cardiovascular func-
tion, inflammation, and thrombosis. It is axiomatic
in clinical medicine that certain cardiovascular
catastrophes, includingmyocardial infarction and
thrombosis, cluster early in the morning. Yet, the
mechanistic underpinnings of timing in cardio-
vascular disease are not understood. Many as-
pects of fatty acid metabolism, a key fuel for
cardiac muscle, exhibit strong circadian varia-
tion, and clock disruption affects chronotropic
function (39). Ablation of Bmal1 also increases
the extent of arterial wall lesions after endothelial
injury (40), suggesting multiple ways through
which clock genes may influence susceptibility
to myocardial damage. Similarly, autonomic and
mineralocorticoid control of vascular tone, fac-
tors in cardiovascular disease risk, have been tied
to the clock (41, 42). In individuals with meta-
bolic syndrome, one predictor of cardiovascular
risk is the absence of normal nocturnal variation
in blood pressure, so-called “nondippers” (43).
Production of the prothrombotic molecule plas-

minogen activation inhibitor-1 (PAI-1) has been
shown to exhibit circadian regulation (44, 45).
Thus, inflammation, thrombosis, cardiomyocyte
metabolism, vascular tone, and response to vas-
cular injury each represent phenotypes affected
by circadian clock function.

Circadian systems in glucose homeostasis and
diabetes. Glucose concentrations in the blood are
highly rhythmic because of changes in insulin
sensitivity and insulin secretory capacity of endo-
crine pancreas (46). Individuals with type 2 dia-
betes, and even their first-degree relatives not yet
affected with the disease, display altered rhyth-
micity in glucose tolerance (47). Although early
morning insulin resistance has been ascribed to
the surge in growth hormone during slow-wave
sleep, rhythmic variation in insulin sensitivity is
in part due to autonomic rhythms generated by
afferent input from hypothalamus to liver, down-
stream of the circadian clock (48). Ever since the
inception of insulin use in clinical practice, re-
capitulating the endogenous rhythm of insulin
production, and achieving a proper match in the
variation in insulin requirement throughout the
day/night cycle, has been a pragmatic clinical
goal.

Rhythmic production of insulin regulated by
peripheral b-cell clocks was revealed by contin-
uous perifusion of isolated islets from the rat,
which has a 24-hour rhythm (49). Live-cell imag-
ing in islets isolated from Per2-Luciferase mice
shows that they express a self-sustained oscillator
with period length matching that of the liver and
pituitary (50).Clock∆19mutant mice develop age-
dependent hyperglycemia in both the light and
dark phases of the cycle, corresponding with pe-
riods of fasting and feeding (29). These animals
also develop susceptibility to diet-induced obesi-
ty; however, rather than displaying the anticipated
hyperinsulinemia, they instead have inappro-
priately low concentrations of insulin. Clock∆19

mutant mice display a steeper drop in blood sugar
in response to treatment with insulin, a sign that
these animals have enhanced insulin sensitivity,
thereby masking their b-cell deficiency (50).
Bmal1 mutant mice also have impaired glucose
tolerance (51), increased insulin sensitivity, and a
progressive myopathy with aging that causes ca-
chexia, which limits interpretation of glucose
turnover studies. Studies in isolated islets re-
vealed first that the clock oscillator is expressed
and self-sustained in this tissue and, second, that
glucose responsiveness in islets is diminished
when the clock is disrupted. After middle age, the
mutants also have smaller islet size, reduced pro-
liferation, and transcriptome-wide decreases in
proliferative gene expression. Studies in tissue-
specific knockout mice have supported the hy-
pothesis that function of the clock activators in
the liver opposes their function in the pancreas
(51).Whereas ablation ofBmal1 exclusively with-
in the islet does not affect activity behavior, feed-
ing, or body weight, these mice display a much
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greater impairment of glucose tolerance than the
global knockout, as predicted. Islets from both
global and pancreas-specific knockouts have
normal insulin content, and influx of calcium in
response to glucose is intact. However, exocytosis
is impaired, suggesting that the clock controls the
latest stage in stimulus-secretion coupling.

Findings in experimental genetic models of
clock-gene ablation may also have implications
for understanding emerging evidence that the
circadian system participates in human glucose
metabolism. For instance, in genome-wide associa-
tion studies, variation in theMelatonin 1b receptor
(MTNR1B) and in Cry2 are both associated with
blood glucose concentrations
[(52) and reviewed in (53)].
MTNR1B, the cognate receptor
of the circadian-regulated hor-
mone melatonin, is expressed
in many metabolic tissues,
whereasCry2 encodes a clock
repressor. These findings un-
derscore the need to incorpo-
rate temporal considerations
at the planning stages in future
studies to account for circadian
variation. Similarly, temporal
considerations may aid in anal-
ysis of experimental genetic
models because testing at dif-
ferent times and under different
environmental light cycles may
uncover unanticipated effects.

Sleep and forced circadian
misalignment: genetic models
and human studies. Ties be-
tween circadian disruption and
metabolic disturbance have
garnered attention, including
large cross-sectional sampling
of populations subjected to
shift work. Extensive studies
also indicate a correlation be-
tween sleep time and body
mass index (BMI). Disruption
in specific phases of sleep may
be connected tometabolic func-
tion. Subtle tones sufficient to
selectively deprive subjects of
slow-wavesleepwithoutproduc-
ing conscious wakefulness were
sufficient to impair glucose tol-
erance (54). Neuroanatomic
studies also indicate intercon-
nections between regions of hypothalamus im-
portant in circadian signaling, energetics, and
sleep (55, 56). At the molecular level, orexin
(also termed hypocretin), originally discovered
as a neuropeptide produced in the feeding-
stimulatory neurons of lateral hypothalamus, is
positioned at the intersection of neuronal systems
controlling sleep, circadian output, andmetabolism
(56). Analysis of orexin receptor 2 knockout mice

indicates that lack of orexin signaling increases
susceptibility to obesity (rather than the original
expectation that orexin, a potent wakefulness-
inducing peptide, would induce adiposity) (57).
Orexin receptor 2 mutations also account for
canine narcolepsy, and orexin deficiency is a
hallmark of the disease in humans (58). Activity
of the orexin neuron is modulated by glucose and
integrates signals downstream of leptin-responsive
neurons within the arcuate nucleus. Leptin also
affects sleep, possibly independently of effects
on body weight, raising the need to further define
leptin actions in this process (59). Manipulation
of orexin signaling, an integrator of energetic and

circadian signals, may thus provide opportunities
to intervene not only in disorders of sleep but also
in related metabolic complications.

In humans exposed to a light/dark cycle
lengthened to 28 hours, out of synchrony with the
endogenous clock, the sleep/wake cycle is driven
at 28 hours, whereas the melatonin and body-
temperature rhythm free-runs with a ~24-hour
period (60). Such “forced desynchrony,” a mani-

pulation that is intended to simulate deleterious
effects of jet lag or shift work, caused impaired
glucose tolerance and hypoleptinemia. Whether
circadian disruption might also affect endocrine
pancreas insulin secretion, hepatic gluconeogenesis,
and glucose disposal in skeletal muscle in humans
awaits further study; however, these results empha-
size the clinical linkages between circadian function
and metabolic homeostasis.

Coupling and Outputs: How Do Clocks Sense
and Respond to Nutrient Signals?
Under homeostatic conditions, the clock acts as a
driver of metabolic physiology (Fig. 3). However,

with perturbations in either circadian or metabolic
systems, such as forced behavioral misalignment
with shift work or, conversely, high-fat feeding, a
vicious cycle ensues in which disruption of meta-
bolic pathways damp and lengthen circadian os-
cillations (61). The identity of metabolic sensors
that may act as intermediates in coupling circa-
dian cycles with physiologic systems remains
to be identified. For instance, do changes in cell-
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nutrient signaling in turn produce changes in
circadian clock function? Does metabolic dis-
ease lead to altered amplitude or phase of cir-
cadian cycles within brain or peripheral organs?
Two lines of research have begun to address
these questions: first, involving the cellular path-
way of AMP concentrations, and second, involv-
ing NAD+ metabolism. Using phosphopeptide
mapping, Lamia et al. identified a consensus mo-
tif for phosphorylation by AMP-activated protein
kinase (AMPK), a sensor of AMP/ATP (adeno-
sine triphosphate) ratio, within the CRY protein
(62). AMP kinase activator 5-aminoimidazole-4-
carboxamide-1-b-D-ribofuranoside (AICAR)
promoted degradation of CRY, which was abro-
gated by mutation of the AMPK consensus mo-
tif. AMPKknockout mouse embryonic fibroblasts
(MEFs) also displayed altered rhythmicity, lead-
ing to the proposal that AMP concentration di-
rectly couples circadian rhythms to nutrient state
in peripheral cells.

A second example in metabolic coupling
with the core clock originated with the finding
that the mammalian ortholog of the yeast sirtuin
deacetylases (for silent information regulator)—
proteins that activate or silence chromatin ac-
cording to availability of fuel—comprises part
of an additional feedback loop with the core
clock (63, 64). Sirtuins are present in transcrip-
tion complexes with the clock and in turn mod-
ulate activity of clock transcription factors.
CLOCK-BMAL1 activates the major pathway
for mammalian NAD+ synthesis, involving its
regeneration from nicotinamide mediated by nic-
otinamide phosphoribosyltransferase (NAMPT)
(65) (66). NAD+ concentration in cells varies
across the light/dark cycle, consistent with a role
for NAD+ as an oscillating metabolite linking
metabolic cycles with the clock. Both NAMPT
and SIRT1, similar to the NHRs and AMPK,
are regulated not only by the clock but also by
the nutritional status of the organism. For ex-
ample, fasting increases NAMPT expression in
an AMPK-dependent manner in skeletal muscle,
whereas fasting and caloric restriction increase
SIRT1 activity across multiple tissues. Thus, reg-
ulation of the clock by NAD+ and SIRT1 allows
for fine-tuning and synchronization of the core
molecular clock with the environment. Because
NAD+-dependent deacetylases regulate gluco-
neogenesis and many other pathways (67), it
will be important to further delineate the role of
the clock in NAD+-driven metabolism (Fig. 2).
A second NAD+-regulated pathway has recently
been linked to circadian feeding cycles: PARP-1
activity is circadian in the liver, causing the
rhythmic addition of poly-adenosine-diphosphate-
ribose residues to the CLOCK protein. Because
PARP-1 is regulated by NAD+, this provides yet
another pathway for metabolic signals to reg-
ulate the core clock pathway (68). Collectively,
these findings identify incoming (AMPK and
PARP-1) and outgoing (NAD+/Sirtuin) sensors

that couple nutrient availability, metabolism, and
the clock.

Conclusion
In just the past 20 years, themystery of biological
timing has been transformed through genetic
discovery. As a consequence, the availability of
molecular clock genes has now provided tools to
understand the physiological functions of the
circadian system in unprecedented detail. As we
experimentally dismantle the clock, the interde-
pendence of timing and energetics seems in-
extricable. Major gaps in our understanding
include (i) the connection between brain and
peripheral tissue clocks in metabolic homeosta-
sis, (ii) the interplay between circadian and sleep
disruption in energetics, (iii) the relationship be-
tween nutrient state and circadian homeostasis,
and (iv) the impact of circadian clock systems on
human physiology. Ultimately, such studies will
yield deeper insight into the interconnections
between genes, behavior, and metabolic disease.
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